**Boltzmann Machine**

A **Boltzmann machine** is the name given to a type of [stochastic recurrent neural network](http://www.answers.com/topic/stochastic-neural-network) by[Geoffrey Hinton](http://www.answers.com/topic/geoffrey-hinton) and [Terry Sejnowski](http://www.answers.com/topic/terry-sejnowski). Boltzmann machines can be seen as the [stochastic](http://www.answers.com/topic/stochastic-process-2),[generative](http://www.answers.com/topic/generative-model) counterpart of [Hopfield nets](http://www.answers.com/topic/hopfield-net). They were one of the first examples of a neural network capable of learning internal representations, and are able to represent and (given sufficient time) solve difficult combinatoric problems. However, due to a number of issues discussed below, Boltzmann machines with unconstrained connectivity have not proven useful for practical problems in machine learning or inference. They are still theoretically intriguing, however, due to the locality and [Hebbian](http://www.answers.com/topic/hebbian-theory) nature of their training algorithm, as well as their parallelism and the resemblance of their dynamics to simple physical processes. If the connectivity is constrained, the learning can be made efficient enough to be useful for practical problems.

***Structure***

A Boltzmann machine, like a [Hopfield network](http://www.answers.com/topic/hopfield-net), is a network of units with an "energy" defined for the network. It also has [binary](http://en.wiktionary.org/wiki/binary) units, but unlike Hopfield nets, Boltzmann machine units are[stochastic](http://www.answers.com/topic/stochastic). The global energy, *E*, in a Boltzmann machine is identical in form to that of a Hopfield network:

![E = -\sum_{i<j} w_{ij} \, s_i \, s_j + \sum_i \theta_i \, s_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPIAAAAtCAAAAACxa2mCAAAACXBIWXMAAAB4AAAAeACd9VpgAAADQ0lEQVRo3u1Z7bGrIBClBVqgBVqwBVughW3BFmjBFmiBFmiBFnwCkqgsihrMvBv5ce/MQvZwst+EDD+3yEP5ofxQxhQgS1W+8zXIy5S7FZzuOBF1KV+EvO7YDaF2Kempqcv5GuREuX15CD2KbylpViLd1aW8DWmaZBe1siHglXXHza5I+OxsycoZaAvSMDV0soCyJJNnwPELQPWENfByyKZ3XltAWbCYG85cKImt6oUlCyk9kaZAF3PWdd/PGXsZStqbKWchmbOZLqBsvJ+cLi49IYh3aEZdTDEzXhCLF9sSKnck2cKCQ45i7Vy12dBKYii7db6eCuKhVkKrqfs2HWUsKwoYLOxI8rUUhRyErzgcNrSSWShDv4wWUl65LCdsHVtKDW07BZfiGR58R5KnjEGOLhUu3G9onXQxZ2B5KActD+u0bChv4EGIqRBAyJDty8eoCIkD2FoyP5XtmBDI8aDPSRTVOknIFMoOQe/XKPq2/MoaQFM361yGYU51jzVHkpLVh1LJ2GllnQ2BVCEnwZZWsqzKRqKOzfZtzjReIr2lhz7TUnC2K8laGYNUxG+YLa1kWZXP1hrLsURL4yXM+N03PPQQMUf6pNqzuDGXzE5txTICad1BcKk81RolQRcLVPsGzmZs9IO8c2OP9vlSaj5Gfy9ft3ethOb9tDGXzE9tZGwccuw2fV5KtL4kJATolOjIyREIcO/QnDR67A2FddmO+r8qlsx+xGxV3JhL5qeylHOQLLQAqdaX5COvIpIX5HoZ7giQ2VgSgh3Ku5Cp1ij5BGWVDKuYzzWqM/5fZmMl2x4r9iFTrVHyAco6qRVSonO9xAGnjSMvFwWQqdYouU7ZspVu027MVaop8pvmg5Affwiyi37WKOAbvTrHi9nBU4cgK1AWyHOjzj5a0ZIquHfqEGSN577/bj2UH8oP5Ydy7HuSca+Vd10f2LetbOWPObYBMD9BOU7eRohAGGr/8phi30t5mrzfFk7n+2rr/Q5wK+UweYOwb0HZ6PCJ1DHQb1AOk7cFUNn5vqKZ2+/Ecpi8LbQqM99XjGXkdeEOynEWt930RH5fe4O9LtxclyUUvwL8oYaz7BXgT1EuewV4xopb1z8JFzAD7s7MBwAAADx0RVh0Q29tbWVudAAgSW1hZ2UgZ2VuZXJhdGVkIGJ5IEdOVSBHaG9zdHNjcmlwdCAoZGV2aWNlPXBubXJhdykKzMy2hQAAAABJRU5ErkJggg==)

Where:

* *wij* is the connection strength between unit *j* and unit *i*.
* *si* is the state, ![s_i \in \{0,1\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF8AAAAXCAAAAABILMwoAAAACXBIWXMAAAB4AAAAeACd9VpgAAABU0lEQVRIx82VbZHEIAyGYyEWsIAFLGABC7FQC7GABSxgAQtY4KDL7AJbWtqZuzl+0E4anqF58wHpdxf8Lz5r4849HHUe9/gE/trJAz/lA1aEBtBhwFL9mIR4zH+5BxlTJBHbsAhjofe64mcC5LV98w2VXfJEyzW+F+Qn9xem7Eov86MGHG4ThZ/GB9R+f1zm5x+ONKSKm8f/9QCY8NUXv+yydzZHigCt8Ddwgw1rTdAns96/88mSoKoRxCk/kbShszEC+jEUdb3zJ7Co77Arq3DKR6DB5qQYOsFR7dfKlPtppSZ8gtjZdj+b+arRgOORvrrN/20xfzCjvLSJvYxNdcVp/riSzL4cC0jXfJvrVLuiJDZMrzhM+IlF7T8BodPLndYv67X+cNHgp3zltrDS35oV5B0+8Hn/RPE1cPgG/3p84Si6OZov9Hg+Wk2X81HzH873H2HEso5MBL8UAAAAPHRFWHRDb21tZW50ACBJbWFnZSBnZW5lcmF0ZWQgYnkgR05VIEdob3N0c2NyaXB0IChkZXZpY2U9cG5tcmF3KQrMzLaFAAAAAElFTkSuQmCC), of unit *i*.
* θ*i* is the [threshold](http://www.answers.com/topic/threshold) of unit *i*.

The connections in a Boltzmann machine have two restrictions:

* ![w_{ii}=0 \qquad \forall i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHQAAAASCAMAAAC96QpSAAAAM1BMVEX////o6OhaWlo6Ojq7u7tsbGzR0dEsLCwAAAAEBASmpqYgICB+fn4UFBQLCwuSkpJKSkoHJg6tAAABgElEQVRIDbVUga6EIAwbKIiA4v9/7WuH3t3zMEGTW+JEYCtdhyLPLI79cem1dXiNHgxyKmXqhh2OnX4Blp/dA0SRcTUMhuuysu3bbMbA2N64/8kHzZK6T0yCtOUZXA0OCmffWtXpS68MRcpbUmO15s6L6ZRpDJH57XyJclrwIdFmhBm7UWErdoJCYRQz29Pu9mfcQUN7uTGbtJVY5c0QbYySQDvz2PlbJftpe7r7oJmFLaC0o4EgSMoAfOHl8xyo2yG+X/dBzYoskweolhQfjrRXkuRjyuHwbtsB2q0pOGV0jGZTNJwAtJWtgp5wPqv7Kn5Q7bfu7gXDJJmXdGcnwqaKbAoPkoXNpU63tN2ivd9/T4nl6xHHYJTbAiyHMfpYstlcdW24Opspken+IzHI1R+K2EUitAX1ksswRXL0OFJ13Hlp2+QRdbncWKj6oaTrcUWI7fXCS6Hc6hqR7ynv8s1f2nFET54nm3Lxou608MvPoaDJ1P0S5ZwbwvIO/9T+ALArCM1i/JfiAAAAAElFTkSuQmCC). (No unit has a connection with itself.)
* ![w_{ij}=w_{ji}\qquad \forall i,j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJgAAAAUCAMAAABGbgSwAAAAM1BMVEX////o6OhaWlo6Ojq7u7tsbGzR0dEsLCwAAAAEBASmpqYgICB+fn4UFBQLCwuSkpJKSkoHJg6tAAACFElEQVRIDc1WgbKjIAwMoqhIxf//2tskoIBV2zdz9y4zzyawK+kmpI/oN2zZD7W79184tk9puBccNw9tVq+xXfk3cdzSOV2AYzrTHjvkzNuNvx2zUGyvU0q6/mtPUYoo3rWY6aTigyMzfirgTziVCG5a2GbPhdyaY81mI9Addeg0N/Vk5q5iXwc/4dRvWyQZruhm+PzSrPEzUe9pgaABLoXT7cBiV5ryHznlMe/9wEWMECK9q0ANhvyEDTIQiyxn7eE4Tb9jMa+s5SB7hifqFataNyvC0fH5XKzSEHVyOQZ+riwW/xnNKN5fl5qD787wRIX3gdmAnhacvKtmLDJORggqqkliNQJRWcm91A+c00vOC/1CgYdY0qQGTKIOXw0uKjmEUa6I3ydgTdijikMKV+oOeXJWpz9M/WRaRTyWYC/kM7AL5YLZoAp6jRO9sZKT4Eq94TRbg9Xxj37y6DU351+D3GLULzFEO3rWytEqDdnn0dy8LYclB/3LcKVmwPOndg9UWGUYuJnngpq2GHzJGAWFxdSQR/qyfH4UHAjO8EQ9Qy9W9JbhG0EKtmOITpqLLqfnGCLjxsyqNi8DgSfqJehpY08sHtodHBvlqsz30+LAqyfwRG33Po17OZj/BVr2FEuuDDv/0GIlAX6C13OywTyG2jxujvZtXswfv6vkl/CHDM2b/sqUIdxsZtDx+SX8IN56fwD+/wxAIg5WJAAAAABJRU5ErkJggg==). (All connections are [symmetric](http://www.answers.com/topic/symmetry).)

Thus, the difference in the global energy that results from a single unit *i* being 0 versus 1, writtenΔ*Ei*, is given by:

![\Delta E_i = \sum_j w_{ij} \, s_j - \theta_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALIAAAAtCAAAAAAv0W4iAAAACXBIWXMAAAB4AAAAeACd9VpgAAACuElEQVRYw+1Ya9XrIBDEAhawgAUsYAELayEWsICFtYAFLGAhXyDQkmSbkJ62p703/GpoO0xmZx8JG39usYvyRfk9lBmx8LspDyuGfpDMfISyH56FUIzH5Y7j4ROUQTW7+hZifgwROVOrrefvn15BNUdUylEswhsY5N2hxzjI5l83y76WscBxsGvK4BdSWVZCCz2Q8OaEUy5FfkU5wmjaY42oydWFKTd2fuWymYxaUYYweaGRWSR10731qRc40++jLJJufkU5JoaNzCF/PFGqHGNEPLzgyYFi0oMTDouacduD7VO4V5QhZJ7qbuW0zlRXwzLwajN6nnATZSKPDcxaHUHnqiVhQTnqciy2Vga3tSx7VP2iZGJtZ8RR62JFlHSBlR2+mA90C8qApVhVmUUS2BYKIHpk9ttKh1ng0ZhSegqQrmbg5uZETRikKpBxHb8xYXeRUx/DYuWE4HtrXLkzvnXGkJBFAnNEP7Scbf7D73GUterjbKJWZcBbT1DLqhzsQ2OspY/C0wU1Kz06ugnJ4whiVlWElnJUzbiAi6qcRFKyR+Moqdzn9ciAFQhqVudTnVjskchZ1eHOZLoG29xRBhKzU5yaomG97OkShrSQHNKk53NhmIGcra0gNR8vk/r3PbpPTd0651Zhwhb2mVZI1+J2MSVBT2MDupN4yZSf2rmJFSiOWILqpkM0znmGai+xxVzUK5Pjscd29DXbE4kCBEQ8oCvNC8AxZYXD0fSLm/kYHgMppL7qmo5mgA7K7Kip+k2psvYxEHv62WgH4OSKYkUw6B37U7bdtfIbnv2ibF0QEOTOdCKJYijpAvlGyoZ4wvYPY0tMdNTe9R7jonxR/vcpa3upfFEm3hmZH6N8MKh/I+V4crr5Ci8D/BxlhT9H+UPV54XHfMjKr6N8dlD/AspnB/X/qvv9AYkvmsoo1VMaAAAAPHRFWHRDb21tZW50ACBJbWFnZSBnZW5lcmF0ZWQgYnkgR05VIEdob3N0c2NyaXB0IChkZXZpY2U9cG5tcmF3KQrMzLaFAAAAAElFTkSuQmCC)

A Boltzmann machine is made up of stochastic units. The probability, *pi* of the *i*-th unit being on is given by:

![p_i = \frac{1}{1+\exp (-\frac{1}{T} \Delta E_i)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAL4AAAAwBAMAAABd4N0GAAAAMFBMVEX///8AAACenp5iYmIiIiLm5uaKiop0dHRQUFAWFhYEBATMzMy2trYMDAwwMDBAQEBGdSnDAAADOUlEQVRYCe1Wz2sTQRT+ku1m0yRN+lPQWhusf8AWxSL1x1boQbysNxEsARFREFqoFEQxQaQFUQv2EihSqFakh6ZHEUq89CYNCF5NEYSi2JQqIirxvdk0O9mmSRrSk3kwb958771vJm9mJwNULWqm6tSKEl8bFYVVGzT0a2/5Eazzl9yben1Klqd+fkqXZ6/r493oflBmBXX3f1CBnsFr43v5M/Up05cQE4TiLFO1nSyQnEOjXltOmU31d8CnB1IyBrhaaiSAlsJiBFaFCiepzSiYwYjFVH39v5RYii+CpzidLBFR3KXa8JV525YsK2JxWDO0oYiEV2Y+lMK2+E0Jo8oneXj32n2ovgIHD8q9/pSwlJLj904K7FhXNjvQTOYPHq6zuseqQMq9/pbk6Bz/5VYBBqjzp8gc4uEHVtNXWUtiv/4Kf3M+5HzeIiPHf3K/AJUO6jLUQmGqQydjmxHWsuRfN4aM5m3/ZN4kw+JXo7Ewow3s06kFDOD6oTBZ26UMvxKVUyx+xbxgMOqKEnuCrRlWxcXJ7xmfwOiBROz9kZd9jxNoiEhpPd1idBGhg4y+DW8djrNSkMN08o8ilMEaVoB2uOeRuxILkvqhtjPQu77K1SHZtLpi2snfikAzLulRYA6YgsvcnkS+jSTB56BwRzJhdcW0g9/dNjY2iEA30RJ/L1yU43/Dkp9ISQBiAxagwY93FHGmGLOFWfxr8fireNygb1EcM/wlJ/GPmMy/9I1Fh7hqm+EliDfAvw8qFJqhAn6KMagBbrFz6onM1vrzyxZuVv3U/LQBGh//w4zsoj6Y5SPtpbXx+p+hKSkIZEVTiw0IzlCfVr6S/kltB3HUHzdMVcdv3DbxHJ4XCEbsvMbN2NFHUMbHSGIGfGkgqN/6TAHTdpDDsl9/huUJfOrDqTasLmC274kJTazWci3jJtXbZ/3jdYYGPma/t5jmDDm5lRPDGUD1oWslZcPDyNKJcQgvwC0twuG2h2nbtCzBjz8yLO5IGQAal00EE4VYZSOLX9y9uQSVT4xDQsfBH/vuZaVL5yTPsJ3qSdm2bKXlwW7tO3YC3UzFRDGLoVVgTZEqkipP0WI7f0f/AOw+s77rtKcdAAAAAElFTkSuQmCC)

where the [scalar](http://www.answers.com/topic/scalar-physics) *T* is referred to as the [temperature](http://www.answers.com/topic/temperature) of the system.

The network is run by repeatedly choosing a unit and setting its state according to the above formula. After running for long enough at a certain temperature, the probability of a global state of the network will depend only upon that global state's energy, according to a [Boltzmann distribution](http://www.answers.com/topic/boltzmann-distribution). This means that log-probabilities of global states become linear in their energies. This relationship is true when the machine is "at [thermal equilibrium](http://www.answers.com/topic/thermodynamic-equilibrium)", meaning that the probability distribution of global states has converged. If we start running the network from a high temperature, and gradually decrease it until we reach a [thermal equilibrium](http://www.answers.com/topic/thermodynamic-equilibrium) at a low temperature, we are guaranteed to converge to a distribution where the energy level fluctuates around the global minimum. This process is called [simulated annealing](http://www.answers.com/topic/simulated-annealing).

If we want to train the network so that the chance it will converge to a global state is according to an external distribution that we have over these states, we need to set the weights so that the global states with the highest probabilities will get the lowest energies. This is done by the following training procedure.

***Training***

The units in the Boltzmann Machine are divided into "visible" units, V, and "hidden" units, H. The visible units are those which receive information from the "environment", i.e. our training set is a set of binary vectors over the set V. The distribution over the training set is denoted *P* + (*V*).

On the Boltzmann Machine side, as recalled, the distribution over the global states is converging as we reach a [thermal equilibrium](http://www.answers.com/topic/thermodynamic-equilibrium). We denote the converged distribution, after we marginalize it over the visible units *V*, as *P* − (*V*).

Our goal is to approximate the "real" distribution *P* + (*V*) using the *P* − (*V*) which will be produced (eventually) by the machine. To measure how similar the two distributions are we use the[Kullback-Leibler divergence](http://www.answers.com/topic/kullback-leibler-divergence-3), *G*:

![G = \sum_{v}{P^{+}(v)\ln{\frac{P^{+}(v)}{P^{-}(v)}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMYAAAAxBAMAAABzIsvPAAAAMFBMVEX///8AAAC2trZAQEAwMDBQUFDm5uYiIiLMzMwEBASenp5iYmIMDAwWFhaKiop0dHQxHuOrAAAES0lEQVRYCe1WS4gcZRD+dh7d89idcWKIj2y01wcBvWwySzao4CwuPi+DuEE9Nbhn2QTiIz7oRVEEIRsEvQj24iEeZ1kfhwiORsXbbnLxYBYmF49mNiAiuVjV/Vf//3RPjxO3jxbMX1VfVVf1/3fP1wVkL372JRMVZwPEMtZEyp6BsMfzQZ26s+dyZoHqyYvNV7lk0KPqh7Fjocpqnemhto+KBT3eVVWXs6oe1tlwgf3W4uKPi3Tzr6naeV8Z2ag3qcxt9ON9lLZVzdyKMrJRHwGVg1SKe1TbUnNNjCx06W7A3qZK3MPuAWefxt/AGfIyk/rtsOZdKsc9yh7QeQ7rLh4mLzMpHLyw5Eu1CRcV7zfYwJJAWejyilFlArBKB1AFNg10z+ZqxyhBPVDcHtWjcWiH5Mq5RsMxroNvOgl71zEgOitMdfBF+llt0CvCcvZSK9BqmQ10SHZwzQjbT5nApEPP3Qdt7VETNmy74YVe7WMDDV4YICQ7XDcjbH9iAoUe7aNf84DLDOfmmifybGixznWV8yDrb6ab86dIB/sQssu7hNz3Ni2hzE8fF5N0nXJLz/B9rNHPesLDS6eNMJvrtyqgwjp3F3DVUT2E7KwWRazPaBkmVlehFb6xD9pU5E6FiCo2fDFJVw8AE4/HyA4PccaWkTZgHlVewaM7IZYJN8Q6kkvmg7C71GMl3EdEdjjMyak9hNPvpSSbzwstXkxZPWR4ZdrveifsocmuzBmpPWr9sECL1AxdCzi8mFJrtLW7SvlvkTtLP7snZGf7oB651/+4Id8K8rXw86ZjdmlZ8GgJJM//u51flXfEeES79Fa8Qjj30GSX75C7hfJxzKlr0tSnKYHJO9wosnDhqxfF0WRXbBO2hckWvpVgiqYPV2luh+9wUHINjZn/Lk12VU6gHp2gx0QjVbCfEkv89YrLC64gA2FNdoM9JHmY5mcZTBMYfB7WD1F2fV9k0jvsCtnJWYX7MFIS5lUPKNySgDHVi7DCWmQCmuzyfYKjszJSEmbxF+Kj7QSMNzQ08PHRZDflUEp6D3MWPf/Y0nttXVBZ+dkIyp+86EWOQXb8H3xn+tkjPxW/F+LQaULPo2bRv8x007a64n0uhtLRLBr4Qs/HYlnarfwsF2pMWdE9PxkPzahZNMCFnoW34snAh57CvkvE5KKcPk2Vs+HSLCr5wi95X5CYjl7c94nVYyJkV4jhgMyiHIjoObeSyAuBqaP3kDxw7ZFGK5lxPYS+TkToK0Gz6Gaz2eyPMYsuRLzgJyqlAtEsyhl2T+j5DHnDhHcRyrBoChbNohzX9Pz/LDrkvFY7BqjpedNA92zuOkYJTc+Zzu03OYvyDX3p3OQbYX4toen5srG7mFlf7t0fg0a7o2bRlCutMl5OCY0DW12VFcyiaVecx+9poXFwoeeCNyL7T/RHRP81JPTMs2iqLN9IDY0TEHpujZP8X3NCeuZZ9B+wdOgeDpClwwAAAABJRU5ErkJggg==)

Where the sum is over all the possible states of *V*. *G* is a function of the weights, since they determine the energy of a state, and the energy determines *P* − (*v*), as promised by the[Boltzmann distribution](http://www.answers.com/topic/boltzmann-distribution). Hence, we can use a [gradient descent](http://www.answers.com/topic/gradient-descent) algorithm over *G*, so a given weight, *wij* is changed by subtracting the [partial derivative](http://www.answers.com/topic/partial-derivative) of *G* with respect to the weight.

There are two phases to Boltzmann machine training, and we switch iteratively between them. One is the "positive" phase where the visible units' states are clamped to a particular binary state vector sampled from the training set (according to *P* + ). The other is the "negative" phase where the network is allowed to run freely, i.e. no units have their state determined by external data. Surprisingly enough, the gradient with respect to a given weight, *wij*, is given by the very simple equation (proved in Ackley et al.):

![\frac{\partial{G}}{\partial{w_{ij}}} = -\frac{1}{T}[p_{ij}^{+}-p_{ij}^{-}]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALYAAAAyCAAAAADUun4WAAAACXBIWXMAAAB4AAAAeACd9VpgAAADCklEQVRo3u1aW5XkIBAtC1jAAhawgAUsYCEWsIAFLGABC1hgeSUh252QB+lO79n6SE841cUdKC63agZ8ZYYBEv4XDKqfLZbeCV7eNMeAuHPi6bC5iU+m49MxIq33krLzsI1An4CdJzFxuR0piz6AOhlZY67gE7CJTR+4Qu0duE7Rb4M9Dwk6/y7+6bCdwEBM2FkLdhpUT4dtsLDeMk78xCY37GXvwA4nClGBuYn6HdhDzmIF2pdjaCDaw2GTIX0IXA06yCz+YNiQLhuH5MSEgXtBPT1J8mXDWcwXVsbEJdZuwMZdAgvhgpYiCSdPN3vgFnLjkYQ+gQUCPAoQSQEQk+5KZqcDDXp+6wFb5DC3ZV97beFCoO/AztQabdfZIcUZfxn2j672f9gfgK0Q9RJhuw/20vuLsLkDrsLlkEdo4xtL74uwCcyGjsE2ysMw3cfNSnTFe4RN99j+QjhS2vK7pkxkc/3hoB3Ar3v3TBI0bwHZOEkSp9q4CM3YJpAbAd57X08SfJQAeCybhr2103vvLxAgjjqY7hU6771r2Pe30eJENor5Ic5DSdZFWwu/4l3BXrbROpiBv3MVUrKKvDrSRIGs5OZmr3hXsOs2WhcbmI2LEQlM8Zm3p6aRRy4+NW2l9qt3Bbtqo/WxFGnI7RY3wcZyWklWSpOt1H7vXcGe22h9zKYZGS4EPPL23DWierCN07nm/cok3WglF84orbkzJbaoChwKsjHhqncFe2qjhfIxnl8fBIy9Si0G5LJEe/HQ9Ei85F0XZXMbLegXg/IGWXRx8Qew2xeXI/LANbfwhmUbTWvP2HitXizbWeOo0EPbufSGZRtN55OQuUeMYoDJM7BRx3vg3eVVtdFKaydxj7IdU/sG2FUbLWyGGrlH3Zval2FXbbT8opOA0EUMbCuH06l9GXbdRksZM4T1j3/YS2KgoRzWU5vdrSfrNpohQE1gR+6KGHAH6XW6LILZW2GvizDWVA7fsW3YWQxQ/WuwQX6yAuoF+4RyeAjsY8rhMbDpI/9V44F5+w/D/gMVjlzrEy9W2AAAADx0RVh0Y29tbWVudAAgSW1hZ2UgZ2VuZXJhdGVkIGJ5IEdOVSBHaG9zdHNjcmlwdCAoZGV2aWNlPXBubXJhdykK+osW8wAAAABJRU5ErkJggg==)

Where:

* ![p_{ij}^{+}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAcCAAAAAC1upsxAAAACXBIWXMAAAB4AAAAeACd9VpgAAAAuklEQVR42rWSbQ3EIAyGa6EWsICFWpgFLNQCFmoBC1jAAhawwJXBsi3pLnfJHT/KxwN921LozwO+Yu4Ng9+yAsdof9VLSF3QVYuFBiH1su0ndGMldYg6o+G99grqr4GpLKOI2ZksBDVRDU++yclcGkFk611FvRfZzFQcAw5EfmwZwiW/ue5SvBY5yVLarZPJWsc2bKYzP6hLQWZpmA/G+l+LUY71jPheC4JLYmYPLjmD+ebliRHyB339AuoppO+surSFAAAAPHRFWHRjb21tZW50ACBJbWFnZSBnZW5lcmF0ZWQgYnkgR05VIEdob3N0c2NyaXB0IChkZXZpY2U9cG5tcmF3KQr6ixbzAAAAAElFTkSuQmCC) is the probability of units *i* and *j* both being on when the machine is at equilibrium on the positive phase.
* ![p_{ij}^{-}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAcCAAAAAC1upsxAAAACXBIWXMAAAB4AAAAeACd9VpgAAAAsElEQVQoz82RUQ0DIQyGa6EWsICFWjgLWKgFLNQCFrBwFrCAha4MLtySXrKXJevDD+QD2r8FfQ74WxZhRvhtvoKkgqF5LHVIRc/DYWdRyLaiw5o2sP86uLXIMFSDy1IyySY8+SGbhWJC1XvX0O5ldv1JYMCBKI4jQ7r5m3uVM3brhKxMbw0yWVfsQyttf3B1S2ZrmC/GNrDFqOa2K/7sBcHNmDujlc5hsUd5YoT8xdxf30quGerl/7wAAAA8dEVYdGNvbW1lbnQAIEltYWdlIGdlbmVyYXRlZCBieSBHTlUgR2hvc3RzY3JpcHQgKGRldmljZT1wbm1yYXcpCvqLFvMAAAAASUVORK5CYII=) is the probability of units *i* and *j* both being on when the machine is at equilibrium on the negative phase.

This result follows from the fact that at the [thermal equilibrium](http://www.answers.com/topic/thermodynamic-equilibrium) the probability *P* − (*s*) of any global state *s* when the network is free-running is given by the [Boltzmann distribution](http://www.answers.com/topic/boltzmann-distribution) (hence the name "Boltzmann machine").

Remarkably, this learning rule is fairly biologically plausible because the only information needed to change the weights is provided by "local" information. That is, the connection (or [synapse](http://www.answers.com/topic/chemical-synapse)biologically speaking) does not need information about anything other than the two neurons it connects. This is far more biologically realistic than the information needed by a connection in many other neural network training algorithms, such as [backpropagation](http://www.answers.com/topic/backpropagation).

The training of a Boltzmann machine does not use the [EM algorithm](http://www.answers.com/topic/expectation-maximization-algorithm), which is heavily used in[machine learning](http://www.answers.com/topic/machine-learning). By minimizing the KL-divergence, it is equivalent as maximizing the log-likelihood of the data. Therefore, the training procedure performs gradient ascent on the log-likelihood of the observed data. This is in contrast to the EM algorithm, where the posterior distribution of the hidden nodes must be calculated before the maximization of the expected value of the complete data likelihood during the M-step.

Training the biases is similar, but uses only single node activity:

![\frac{\partial{G}}{\partial{\theta_{i}}} = -\frac{1}{T}[p_{i}^{+}-p_{i}^{-}]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKUAAAAuCAMAAAB+ginzAAAAM1BMVEX////o6OimpqZaWlpsbGySkpIsLCy7u7tKSkoUFBTR0dEAAAA6OjoLCwt+fn4EBAQgICDdbYr+AAADp0lEQVRYCe1YS5asIAwNoKKgyP5X+5JAKX5Bqu3Tg8egCjFcLwHyA6AmpOT/+CMNjaUjf6GvGtl2OjJxvm+dEmKsY0YLfKX1RFAMjG+GnpXYdH3Nt/Toa6aVzLEdSTWkPD27MEPYNnSe/BrV9q+x1Kw9OQGYmQkTs6HuXKrXWCI7KUBaAD8v3Ko2HOA9lrJrZNM2FomuVybu/JMNJ9nXWLqJFNh0A4x2Y5CeMnyTpQ7U5DzChJv+ZXtLl35gYhIvtQ1do6jV0X2JpbAN81EzgP1cUJEc0GdsX2IpbXA6EypvCLpEs1ljLcNiPwt9trictA5nUdIVamw0REsnN/vw/l6XlccIvzJxaDGwRodgicSi1AOL3MBbLLXX4hNriK6ToBtlVruZo7V5r9Q09+oTcPjDFazSpVToFUG0ajWTxin0Qz/Tjke0iiW6xJ/hc46yAWfzhtpVi6rPJ8VREqTGLnADdDut4uUR/M/rklf5n2XFZvMU2nHdK5CKswF8yulyK71893h0llffdwi8B99LEGyUMY7NgG6lF+EiluG2xd9lar6D4LqFieIEH4KFzJwraQ/2ut1iYnK8NpLc4eAIsjRgLCmQooRdOwBcSxfpcgcfHkN4d6tgBnfsOCzaPbPkVIxwCnAuXcQy3fGinYvLYvCRnG1LChUFWem5dBHL+NHHfww+kfcoTu7PpSPLTQXmU+R4zGo/gcAN7bWktLn9mKO9WPJ8IR1YphUY3TlfF24YPyrVe/TVvec8mcDdpJzqENCJPn9aLqSZZVqB0bjsArhk/Uu3IRbG0m3mOgmHMnjQNFtJEwLZRfq0cyHNLJMKDAx4xO8j2VN4GmT9OU5QBBseAueDxlPa7RXnsf3PhTSzXCswwAFnHUvDV3jEJA8PIgesCB6sJZPpXJtzPVfSzBLBYgUmOIq6uhlHgjCxxrgAijsuO4v+MbSxDRLx8eTvUppZLhWYYNfAR+4nQLkhE/NmlttlFM9sxyodMoq1AgPjTF5vrqxkIbVwLHNrqXifVGBgGpFkU52MAy6zgkHJlKQCA2SCoaHy4M7plgCRzFSZfObw0wpMqHNwUl7idI/Q7DuOw9+PpBUYKrSmxuMxuuMw7fG0/IS0AiOI5Uh3p8TpnmCPFKa90tIKDBaLyEWWOd0TNsFanrz4eiitwLSjo8gAQ+yYqDxBx6jCToeiyxOEO9m0AmOiMS1xuneYv/OuwOn+DpHbr+Sd7u3033q5utHf+uLdd/4B0rkZBqJ4EIkAAAAASUVORK5CYII=)

***Problems***

The Boltzmann machine would be a rather general computational medium. For instance, if trained on photographs, the machine would model the distribution of photographs, and could use that model to, for example, complete a partial photograph.

Unfortunately, there is a serious practical problem with the Boltzmann machine, namely that the learning seems to stop working correctly when the machine is scaled up to anything larger than a trivial machine. This is due to a number of effects, the most important of which are:

* the time the machine must be run in order to collect equilibrium statistics grows exponentially with the machine's size, and with the magnitude of the connection strengths
* connection strengths are more plastic when the units being connected have activation probabilities intermediate between zero and one, leading to a so-called variance trap. The net effect is that noise causes the connection strengths to random walk until the activities saturate.